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Abstract – This study compares the content of transcripts of videos uploaded by local governments 
with the comments on those videos, utilizing three transformer-model-based techniques: 
summarization of the discourse content of video transcripts, topic modeling of summarized 
transcripts, and sentiment analysis of transcripts and of comments. The analysis shows that some 
types of video content, for example those dealing with music or education, are more likely to attract 
positive comments than content related to policing or government meetings. In addition to their 
potential relevance for local government outreach, the study may represent a viable exploratory 
method for comparison of online video content and written comments in the context of 
computational social science analyses of user interaction and commenting behavior.  
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1. INTRODUCTION AND BACKGROUND1 

Comparison of the discourse content of video streams with comments on those streams 

represents an under-researched topic in studies of Computer-Mediated Communication 

(henceforth, CMC) and discourse. Over the last two decades, there has been a noticeable 

transition towards a greater reliance on CMC environments, a shift encompassing various 

forms of communicative interactions and interactive registers. Notably, civic engagement 

at the local community level is increasingly conducted online, a tendency facilitated by 

increased access to the communicative affordances of online platforms and accelerated in 

the early 2020s by the Covid-19 pandemic. While feedback via CMC provides citizens 

with a means to express their satisfaction and their concerns about the workings of local 

government and issues of local importance, online commenting differs from traditional 

forms of citizen engagement. Comments on video streams or recordings exhibit 

 
1 The author would like to extend thanks to Finland’s Centre for Scientific Computing for providing 
computational resources, and to two anonymous reviewers for their helpful comments. 
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communicative features that reflect the interactive parameters of the medium as well as 

aspects of the online userbase in ways that make them difficult to compare with traditional 

feedback forms. Nevertheless, public comments are important sources of information for 

local governments and other organizations, and gauging public sentiment towards local 

government ordinances, initiatives, services, and news/information is an important aspect 

of responsible and successful governance.  

YouTube comments have attracted substantial research attention and, in recent 

years, their linguistic and interactive properties have been the subject of qualitative, 

quantitative, and corpus-based analysis from a variety of theoretical and methodological 

perspectives. Studies of YouTube comments have investigated questions of commentator 

stance and addressee (e.g., Bou-Franch et al. 2012; Dynel 2014; Herring and Chae 2021), 

discourse pragmatic concerns such as impoliteness and flaming (e.g., Andersson 2021; 

Lehti et al. 2016), or the relationship between video content, popularity, and commenting 

behavior (e.g., Siersdorfer et al. 2014; Ksiazek et al. 2016), among other topics. However, 

despite the diversity of approaches, few studies have compared comments specifically 

with the language content of videos, and YouTube channels of governmental 

organizations have not been a primary focus. 

For this study automatic speech recognition (henceforth, ASR) transcripts from the 

Corpus of North American Spoken English (CoNASE; Coats 2023), were assessed in 

terms of sentiment, and summarized using a transformer model. The summarized 

transcripts were then assigned to topics using BERTopic (Grootendorst 2022), a suite of 

topic modeling scripts that utilizes large, context-sensitive transformer models. All 

available comments for the corresponding videos were then retrieved and assessed in 

terms of sentiment using the same model as used for transcripts, namely, twitter-roberta-

base-sentiment-latest (Camacho-Collados et al. 2022), a fine-tuned version of RoBERTa-

large (Liu et al. 2019). The study represents an exploratory approach to the following 

research questions:  

1)  What are the main topical concerns of local government meetings in North 

America? 

2)  What is the relationship between topic and the discourse content of transcripts 

in terms of sentiment? 

3)  What is the relationship between topic and the discourse content of comments 

in terms of sentiment? 
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The study shows that certain video topics, as determined by the summarization-

topic modeling procedure, are more likely to represent positive sentiment as well as to 

attract positive comments. The analysis demonstrates how transformer models can be 

applied to publicly accessible data in order to assess trends and attitudes in the public 

sphere, and as such represents a method that may be relevant not only for the study of 

local governance, but for investigations of many types of online interaction. In terms of 

civic engagement, the results may help policymakers direct their social media outreach 

efforts towards the creation of content that is more likely to elicit viewer responses such 

as commenting and liking. Because communities with engaged citizens are more likely 

to exhibit positive traits such as increased government accountability or societal 

inclusiveness (Gaventa and Barrett 2012), engagement represents a desideratum of local 

government policymakers. 

In a broader perspective, the comparison of the discourse content of videos and 

streams with comment content is relevant for the empirical study of discourse in terms of 

multimodal communicative pragmatics. The study exemplifies the use of corpus data and 

transformer models for social research and demonstrates an analytical approach for 

understanding the relationship between comments and video content. As such, it also 

represents an example of linguistic data science research at the intersection between 

language studies, social science, quantitative data analysis, and corpus-based 

computational sociolinguistics (Schmid 2020; Grieve et al. 2023; Coats and Laippala, 

2024).  

The article is organized as follows: Section 2 discusses some previous research into 

commenting behavior and comments on YouTube videos. Section 3 describes the data 

used in the study and the methods used to gauge sentiment in the transcripts and 

comments and assign transcripts to topics. Section 4 presents the largest topics in the 

transcript material and compares sentiment scores in the transcript material with 

sentiment scores in comments. In Section 5, the results are discussed and interpreted and 

several caveats pertaining to the data, methods, and interpretations are noted. 
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2. PREVIOUS RESEARCH 

Commenting behavior in CMC has been extensively studied. Early research investigated 

communicative and linguistic aspects of comment threads on bulletin boards and as 

responses to edited texts, such as news articles. More recent studies, a few of which are 

discussed below, have focused on commenting behavior on image-, video-, or live 

stream-hosting platforms such as Instagram, YouTube, Twitch, TikTok, and others. 

 

2.1. Interactivity, pragmatics, and modeling of comments 

Classifications of comments in terms of addressivity patterns and pragmatic functions 

have been the focus of linguistic studies of commenting behavior, for example, utilizing 

the theoretical and methodological framework of Conversation Analysis (Bou-Franch et 

al. 2012). Analyses of comment structure and content can be complicated by the, at times, 

unclear addressivity patterns within comment threads: that is, individual comments can 

be directed towards page content in general, towards individuals identified in the content 

on a page, towards other commentors on the page in general, or towards specific 

users/commentors, among other configurations. A basic distinction can be drawn between 

comments which are directed to the main content of a page such as the video or news text 

it presents and comments directed towards other comments, a distinction for which 

Ksiazek et al. (2016) suggest the terms ‘user–content interactivity’ and ‘user–user 

interactivity’. In addition to different addressivity configurations, comments for some 

online platforms often make use of emoticons, emoji, and animated graphicons whose 

semantic and pragmatic values are not always easy to analyze. Herring and Dainas (2017), 

for example, analyzed the use of graphicons such as emoji and reaction image gifs in a 

corpus of Facebook posts, classifying them into five pragmatic categories. ‘Reaction’ 

usages, in which a graphicon is used in a stand-alone manner without accompanying text, 

were most common, followed by ‘tone’ usages, in which the images could be interpreted 

to be modifying the text content of the post. 

Predictive modeling has been used to interpret patterns of comments. Häring et al. 

(2018), for example, created two large corpora of German-language comments on news 

articles and used word embeddings to train a classifier to distinguish between ‘non-meta’ 

and ‘meta’ comments (i.e., comments which address the content of the news article and 

comments which are directed towards the article author, the publisher, readers on the 
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news platform, the moderator of the comment space, or others). Ksiazek (2018) analyzed 

330,000 comments on almost 2,000 news articles about diverse topics from English-

language news websites. After articles were categorized into 25 different topics, content 

word frequencies from Linguistic Inquiry and Word Count (LIWC),2 a tool which 

assesses the linguistic and psychological dimensions of text based on aggregate content 

word counts (Tausczik and Pennebaker 2010), were used to measure the civility and 

hostility of comments. Using a hierarchical regression model, he found that some news 

topics, such as the Tea Party, healthcare, and government budgets, were more likely to 

generate larger numbers of comments overall, whereas others, such as gun control or 

foreign policy, were more likely to attract negative or hostile comments. Krohn and 

Weniger (2019) created a model to predict the size of comment threads based on data 

from Reddit, a platform in which much of the content consists of hierarchically arranged 

user comments. Their model, which included post title, author, and other properties of 

seed posts, predicted the size and temporal dynamics of comment threads; they report 

improved results compared to baseline models. 

 

2.2. YouTube comments 

Commenting on YouTube, which as a platform has been characterized as a kind of 

mediated quasi-interaction (Bou-Franch et al. 2012), can occur with a variety of 

addressivity configurations (Dynel 2014; Herring and Chae 2021). As of 2023, YouTube 

comment threads have a maximum depth of two. Top-level comments are shown in order 

of recency or popularity directly under a video; replies to comments are shown indented 

under top-level comments (see Figure 1).3 

 
2 https://www.liwc.app/ 
3 Please note that Figure 1 does not represent a real video or real comments but was created for illustrative 
purposes.  

https://www.liwc.app/
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Figure 1: Schematic representation of a YouTube video and comment structure 

As is the case with studies of other comment-based CMC, analyses of YouTube 

commenting behavior have been undertaken from qualitative and descriptive 

perspectives, as well as by building predictive models.  

Qualitative studies include Goode et al. (2011), who analyzed 30 videos in the 

YouTube channels of eight mainstream news outlets. Investigating whether YouTube 

comments on news videos could represent an idealized Habermasian “public sphere” that 

enables positive civic participation and dialogue, they found that, on the contrary, 

YouTube comment sections tend to be an “unruly” place, characterized by expressions of 

anger, boredom, or vulgarity, with a “low signal-to-noise ratio” (Goode et al. 2011: 611). 

Bou-Franch et al. (2012) hand-coded 300 comments on two YouTube videos, comprising 

almost 12,000 words in total, for a variety of turn-maintenance devices described in 
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previous CMC research or derived from concepts developed in Conversation Analysis 

(essentially, whether a comment refers to the immediately preceding comment, to some 

other comment, or to the video on the page). They classified most comments as 

“adjacency turns” (Bou et al. 2012: 502) which referred to the immediately preceding 

comment. Lehti et al. (2016) described types of impoliteness in the comment thread of a 

well-known YouTube video from 2014. Herring and Chae (2021) discussed addressivity 

in comment threads on YouTube, noting that it is not always obvious to whom a comment 

is directed. Qualitatively analyzing 200 comments for each of three YouTube videos, they 

found that the largest proportion of comments are free-floating, without a specific 

addressee. Comments can be directed to speakers in the video, to other commenters on 

YouTube, to the YouTube platform, or to speakers in embedded videos, for video clips 

that include embedded content. Similarly, Cotgrove (2022) compiled a corpus of 3m 

YouTube comments from German-language youth-oriented videos to analyze lexical, 

grammatical, and discourse features of online youth language. 

Quantitative and predictive modeling approaches have also been employed for the 

study of YouTube comments. In Schultes et al. (2013), comments for a pseudo-random 

sample of 304 YouTube videos were assigned class labels (‘discussion post’, i.e., a post 

containing content directed at another comment/user; ‘inferior comment’, containing 

insults, offensive statements, or short, emotional replies; or ‘substantial comment’, non-

offensive comments directed towards the video’s content) on the basis of features such as 

comment length in number of tokens, presence of offensive or emotional words or of 

emoticons, lexical overlap with the title of the video, and other features. They found that 

labels generated in this manner could be used to train a classifier to achieve high internal 

consistency when predicting comment type. In addition, they considered the relationship 

between these labels and the like/dislike ratio of videos. Discussion post comments were 

found to be the strongest predictor of likes, while inferior comments were found to better 

predict dislikes. It should be remarked, however, that YouTube comments at the beginning 

of the 2010s were a wilder place than at the present time, with relatively unsophisticated 

automatic filters on the platform making it possible to post a wider variety of potentially 

objectionable content (see, e.g., Nycyk 2012, who provides examples of abusive 

comments that are no longer encountered on the platform). Siersdorfer et al. (2014) 

considered comments on YouTube videos and on Yahoo News articles in terms of their 

aggregate ratings (like/dislike ratios) and how these corresponded to comment textual 
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content. They found that comments with higher ratings tended to include positive terms 

such as love, greatest, or perfect, whereas those with low ratings included negative terms 

such as retard or idiot.  

Khan (2017) used a survey-based method to investigate YouTube behaviors. 

Participants responded to questions about their uploading, liking, disliking, commenting, 

and sharing activity on YouTube on a Likert scale; questions were designed to address a 

variety of motives such as seeking information, social interaction, or relaxing and seeking 

entertainment. A regression of survey results showed that the social interaction had the 

largest coefficients for commenting; information seeking and giving information were 

also positively correlated with commenting on videos. Andersson (2021) considered 

impoliteness in comment threads for ten YouTube videos with negative words (e.g., 

terrible or hysterical) in their titles featuring climate activist Greta Thunberg. Using 

word2vec on the ~33,000 comments and ~500,000 words, she examined which words 

were closest to Greta in semantic space, finding that most of these words had negative 

evaluative content. The results were interpreted as an indication that impoliteness serves 

to consolidate similar views. 

Overall, although several studies have considered the addressivity and interaction 

patterns of comments or used quantitative and predictive methods to explore aspects such 

as the relationship between metadata fields, few studies have compared the spoken 

discourse of videos and the discourse of the comments thereupon. In the next section, the 

methods used to evaluate the content and sentiment of videos as well as the comments on 

those videos are described. 

 

3. DATA AND METHODS 

The starting point for the analysis was transcripts of videos indexed in CoNASE (see 

Section 1), a 1.3-billion-word corpus of ASR transcripts of videos uploaded to the 

YouTube channels of municipalities and other local government entities in the US and 

Canada.4 Much of the content of CoNASE consists of transcripts of public meetings of 

local councils in which local government and community issues are discussed, but other 

 
4 https://cc.oulu.fi/~scoats/CoNASE.html  

https://cc.oulu.fi/~scoats/CoNASE.html
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content types, including interviews, sporting events, performances, and news reports are 

included.  

In this study, only those videos which had comments in CoNASE were considered. 

Assessment of the content of the transcripts and the comments on the corresponding 

videos, summarization of the transcripts, and topic modeling of transcript content were 

undertaken in four principal steps, schematically illustrated in Figure 2.  

First, after retrieval of all available comments, a sentiment score was calculated for 

each transcript and for each comment using the twitter-roberta-base-sentiment-latest 

transformer model (Camacho-Collados et al. 2022; Loureiro et al. 2022). Next, the 

transcripts were summarized into short texts, ranging in length from one to ten short 

paragraphs, using the distilbart-cnn-12-6-samsun model (Schmid 2023). This step was 

undertaken to create more coherent topics (see below). Topic modeling was then 

undertaken on the summarized content, using the BERTopic library (Grootendorst 2022). 

Finally, the sentiment scores, as values along a cline negativity-neutrality-positivity, were 

analyzed for the eight largest topics in terms of transcript and comment sentiment. 

 
Figure 2: Schematic illustration of the processing and analysis steps. Transformer models are shown in 

parentheses 
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3.1. Transcript and comment retrieval and processing 

The open-source YouTube-comment-downloader (Bouman 2022) was used to retrieve 

comments, via the innertube API, from videos whose transcripts are available in 

CoNASE. The vast majority of the videos in CoNASE have no user comments (and very 

few views), a fact which is unsurprising, considering the predictable nature of local 

government meetings and other municipal channel content. In total, of the 301,846 videos 

indexed in CoNASE, comments could be retrieved for 20,965. In addition, a small number 

of videos had been removed or made private (i.e., the comments were not available) in 

the time between the collection of the CoNASE data (2017–2021) and the time the 

comments were downloaded (mid-2022). The 190,097 downloaded comments ranged in 

length from 1 to 2,010 word tokens, with a mean value of slightly over 28 tokens. 

 

3.2. Sentiment analysis 

Sentiment analysis assigns negative, neutral, or positive sentiment to texts. Older, bag-

of-words models, in which texts are assigned a value based on aggregate scores for 

individual lexical items, can perform poorly due to word order and contextual factors. A 

negative evaluation such as he said it was great, wonderful, and fantastic, but it is really 

terrible may be assigned a positive value based on the presences of three items with 

positive values and one item with a negative value. Similarly, language transformer 

models are typically better able to disambiguate the meanings of homonyms, determine 

the scope of negators, and correctly represent pronominal deixis due to their sensitivity 

to word-order and contextual considerations. A number of transformer-based sentiment 

analysis packages exist for text classification, but as YouTube comments tend to be rich 

in emoji, an analysis pipeline sensitive to emoji was selected, namely, the twitter-roberta-

base-sentiment-latest transformer model (Camacho-Collados et al. 2022),5 a fine-tuned 

sentiment model trained on 124m tweets (Loureiro et al. 2022), ultimately based on the 

RoBERTa pretraining approach (Liu et al. 2019).  

While this model was appropriate for most of the comments in the data, which tend 

to be shorter in length, video transcripts are often much longer than the maximum input 

length for BERT models (often 512 tokens). An iterative procedure was therefore 

developed for texts longer than 512 tokens. They were converted to chunks of 512 tokens, 

 
5 https://huggingface.co/cardiffnlp/twitter-roberta-base-sentiment-latest  

https://huggingface.co/cardiffnlp/twitter-roberta-base-sentiment-latest
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then each chunk fed to the transformer model. The mean of the output vector values was 

then taken to be the sentiment for the entire text. The twitter-roberta-base-sentiment-latest 

model generates a vector of the likelihood of a given input being categorized as negative, 

neutral, or positive, outputting the argmax as a discrete value 0 (negative), 1 (neutral), or 

2 (positive). This vector was converted directly to a continuous value in the range of 0 to 

2 by calculating the dot product of the weighted values. For example, a model output of 

[0, .45, .55] indicates that according to the model, the text has zero percent probability of 

being negative, a 45 percent probability of being neutral, and a 55 percent probability of 

being positive. This corresponds to a score of 1.55, or mostly positive. The procedure was 

used to assign sentiment scores to all transcripts and comments in the study. An example 

is the video with the YouTube ID a1WSkvlw7zQ, entitled ‘Meridian’s new “Storey Bark 

Park”’, uploaded by the YouTube channel of the City of Meridian, Idaho. The short video 

(1m 35s in length) consists of footage from the opening of a new community dog park, 

with a voice-over providing information on the event and about the park, and a speaker 

in the video making remarks at the opening ceremony. The calculated sentiment value for 

the transcript, which records a celebratory event, is 1.98, based on the overwhelmingly 

positive evaluative terms in the transcript (e.g., huge success, enjoying the park, 

celebrate). The single comment for the video is also positive and reads Hands down the 

best dog park in the Treasure valley, which was also assigned a value of 1.98. 

 

3.3. Transcript summarization 

Initial experimentation with topic modeling using the raw ASR transcripts produced 

inconsistent results. The BERTopic pipeline, which converts textual content to vector 

representations, is designed to process text with standard sentencization (i.e., periods or 

other sentence-ending punctuation) and is optimized for short texts such as sentences or 

paragraphs. The CoNASE transcripts with viewer comments which are analyzed in this 

study, however, have no sentence-ending punctuation, and vary greatly in length, from 

100 to almost 80,000 tokens. To improve the quality of topics, a summarization step was 

undertaken for the video transcripts, using a recent transformer pipeline trained on 

transcripts of conversational speech (distilbart-cnn-12-6-samsum).6 The model, based on 

 
6 https://huggingface.co/philschmid/distilbart-cnn-12-6-samsum  

https://huggingface.co/philschmid/distilbart-cnn-12-6-samsum


 12 

the BART architecture (Lewis et al. 2019), captures the essential discourse content of 

longer text passages and recapitulates it as short paragraphs. 

First, transcripts were tokenized using spaCy (Honnibal et al. 2020) and split into 

768-token chunks for summarization. The output for each transcript, consisting of 40-

token summaries of the 768-token chunks, was then aggregated to generate the full 

summary for each transcript. The procedure reduced the variability in the length of the 

transcripts and introduced standard punctuation conventions. The resulting short texts, 

which retained the essential content of the longer transcripts, produced consistent topics, 

which upon manual inspection were found to correspond to most of the video content in 

the underlying video. For example, the video FUXTWgIqSfQ, entitled ‘“Sounds of 

Christmas” Christmas Band Concert’, is a 47-minute recording of a school band 

performance. The transcript of the video, which is 1,649 tokens long, mainly consists of 

comments made by the band conductor. It comprises words of welcome and introduction 

to the audience, expressions of thanks to colleagues, parents, pupils, and band musicians, 

and introductions to each piece being performed. The summarized content of the video, 

which is 120 tokens long, foregoes expressions of welcome and thanks, beginning The 

Bruton middle school intermediate band is playing the Nutcracker at the Bruton 

Christmas concert tonight. 

 

3.4. Topic modeling 

Topic modeling (Blei et al. 2003) is an approach for the automatic identification of co-

occurring word patterns, or topics, in sets of texts, which themselves can be defined in 

terms of the extent to which they participate in each topic. The technique, which can be 

considered a dimensionality reduction procedure, can be useful for the classification and 

interpretation of large sets of documents by distilling them into semantically interpretable 

topics. The default topic modeling approach utilizes relative word frequencies or term 

frequency-inverse document frequency values as input parameters for the algorithm. 

Traditionally, topic modeling is undertaken using ‘bag-of-words’ approaches based on 

word frequencies. While these can generate good results, they fail to account for sentence 

context. Transformer models such as BERT (Devlin et al. 2019), in which individual 

lexical items as well as immediate collocational contexts are represented by embeddings, 

or distributed vectors of numerical values, have been shown to be useful for a wide range 

of language processing tasks, including more robust topic modeling. This study utilized 
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BERTopic (Grootendorst 2022) for topic modeling. CoNASE transcripts were first 

summarized, as described above. Then, topic modeling was undertaken with all-MiniLM-

L12-v2,7 a model derived from miniLM (Wang et al. 2020), trained on 1.7 billion words 

of web texts from various genres and designed to map sentences and paragraphs to a 

multidimensional vector space for tasks like clustering or semantic search. 

 

4. RESULTS AND ANALYSIS 

4.1. Topics 

The main input argument to the BERTopic algorithm is an array of textual content, in this 

case, a list of the 20,965 transcript summaries generated according to the procedure 

described above. In addition, the user can specify the underlying transformer model, the 

text tokenization procedure, the dimensionality reduction method, the words to be ignored 

(stopwords), and many other settings and parameters. For this analysis, tokenization was 

undertaken with the default CountVectorizer from scikit-learn (Pedregosa et al. 2011) 

and the English stopwords from NLTK (Bird et al. 2009). The output of the algorithm is 

the model, which can be inspected and visualized in many ways. One way to interpret the 

resulting topic model is to inspect the words which are most strongly associated with the 

topics in the model. 

The eight largest topics, shown in Figure 3, represent the kinds of discourse that is 

typical for CoNASE transcripts, a large proportion of which are records of public 

meetings. The largest topic, Topic 0, is related to fire and rescue, services that are 

typically organized and funded by municipal governments in the United States. The 

provision of these crucial services often accounts for a considerable proportion of local 

government budgets, and discussion of, for example, hiring firefighters or the purchase 

of new equipment such as vehicles is a common discourse element in local government 

meetings. The words with the highest representation values in the topic include 

firefighter, rescue, station, and department, the latter two of which are likely collocates 

of fire, and metro, a term often appearing in the official names of municipal fire 

departments.  

 
7 https://huggingface.co/sentence-transformers/all-MiniLM-L12-v2  

https://huggingface.co/sentence-transformers/all-MiniLM-L12-v2
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Figure 3: Words most strongly associated with the eight largest topics 

Topic 1 includes words strongly associated with the content of municipal meetings: 

council, meeting, and town denote the activity of the municipal body itself, while budget 

and parking represent issues that are typical concerns of municipal governments. The 

items with the highest values in Topic 2 are from discourse pertaining to tertiary 

education: college and community college are places where the student can receive a 

degree. Hcc, in this context, is an initialism used to refer to several community colleges 

referenced in the discourse of CoNASE transcripts, including Houston Community 

College, Texas. In the United States, community colleges, which typically offer 2-year 

degrees, are often subsidized by municipalities. The videos from which the transcripts in 

this topic were taken include promotional content and interviews with community college 

presidents and staff members.  

Topic 3 pertains to music. In the CoNASE corpus, it corresponds mostly to video 

transcripts of news announcements of upcoming musical performances, and occasionally 

of the performances themselves, for example those held during holiday or 

commemorative events, as well as performances organized by schools, universities, and 

other local organizations. The words most strongly linked to this topic denote music, 

instruments, and those who create music. Topic 4 represents another vital service of local 

governments. As is the case with fire and rescue, in the United States, most municipalities 

maintain a local police force and use local tax revenues for hiring and staffing the force 

as well as for procuring equipment such as uniforms and vehicles. The words in this topic 

denote police officers and the head of the police force, the chief.  



 15 

Topic 5 deals with waste management, another service organized mostly by local 

governments. In addition to the words trash and waste, the words most strongly associated 

with this topic include recycling, plastic, and compost, indicating a concern for the 

environmental consequences of municipal waste and a desire to implement greener waste 

management policies. Topic 6 pertains to animals, as indicated by the words animal, dog, 

cat, and pet. The discourse for this topic relates to another service typically provided by 

municipalities in the United States and funded by local taxes, namely, animal control 

services, or the provision of facilities (in the form of a shelter) for stray and abandoned 

pets. Videos in the corpus with this topic include many in which animals at a shelter are 

introduced and offered for adoption. Topic 7 includes words used to discuss primary 

education, such as teacher, teach, and grade; teacher year, a word used in budgeting to 

describe the working hours of schoolteachers, and elementary, likely as a collocate of 

school. Primary education, in the US, is organized by municipalities and is therefore a 

frequent subject of discussion in municipal government meetings. In addition, the 

transcripts in this topic include content produced by school districts and schools 

themselves.  

Overall, seven of the eight largest topics represent discourse that clearly pertains to 

local government decision-making: firefighting, meetings, community colleges, police, 

waste disposal, animal control, and primary education. These topics correspond to 

services that are provided at the local level by most municipalities in the US and Canada 

and whose concrete forms and budget allocations are the subject of much discussion by 

government representatives. The topic modeling procedure therefore accurately captures 

the fact that videos uploaded to municipal government channels are mostly about the 

immediate concerns of local governments, as captured in the discourse content of 

government meetings. In the next subsection, the sentiment expressed in those meetings, 

as well as in comments on the YouTube pages hosting those videos, are examined.  

 

4.2. Sentiment 

Both the transcripts and the comments in the data are more positive than negative, 

corresponding to the expected pattern for the sentiment of public discourse: 

communicators, in general, tend to accentuate positive sentiment and avoid expression of 

negative sentiment (Dodds et al. 2015). For this data, the mean sentiment value for 

transcripts was 1.20; for comments 1.29. 
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The distribution of sentiment values for transcripts and comments in Figure 4 shows peaks 

for comment sentiment near 0, 1, and 2. These peaks correspond to very short (mostly 

single-word or single-emoji) comments that are assigned a discrete value by the algorithm 

with a high probability score. Thus, a comment such as great!!! is assigned a value of 2 

(positive), with 98 percent likelihood, whereas a comment such as terrible!!! or 🤮 would 

be assigned a value of 0 (negative) with high probability. As shown in Figure 4, single-

token comments expressing positive sentiment are more common than neutral or negative 

single-token comments. 

Figure 4: Distribution of sentiment values for transcripts (orange) and comments (blue) 

The sentiment expressed in the video transcripts varies between the topics. Figure 5 

depicts sentiment values for the eight largest topics in the transcript data. The median 

sentiment values for the topics, calculated on the basis of all the videos in the data 

assigned to that topic, range from 1.14, for the topic meetings, to 1.87, for the topic school. 

The sentiments expressed in the videos assigned to the topics waste, firefighting, and 

police have slightly lower median sentiment values of 1.23, 1.28, and 1.52. The topics 

animal control, music, and community college have higher median values: 1.54, 1.63, and 

1.67. 
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Figure 5: Transcript/summary sentiment for the eight largest topics 

 

Comment sentiment, calculated as the mean for individual videos, tends to recapitulate 

the sentiment of the transcript summaries (Figure 6). For comments, median values per 

topic range from 0.93, for meetings, to 1.76, for music. The topics police, waste, and 

firefighting have median values of 1.08, 1.22, and 1.30, and the topics school, animal 

control, and community college median values of 1.50, 1.64, and 1.76. 

Figure 6: Comment sentiment for the eight largest topics 
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The difference between median sentiment values for the topics in terms of transcript 

content and aggregate comments may provide insight into the general contours of public 

perception of local government activities in the US and Canada. 

Figure 7 shows the differences, per topic, between median comment sentiment 

value and median transcript sentiment values. Here, the topics that resonate positively 

with local communities become apparent: music, which as a topic exhibits positive 

sentiment on the basis of the transcript content, tends to attract comments that are even 

more positive. Likewise, transcripts with the topics community college and animal control 

attract comments that are more positive than the (already positive) sentiment contained 

in the transcript discourse. 

Figure 7: Difference in comment and transcript sentiment, per topic 

The topics firefighting and waste attract comments that are approximately equivalent, in 

terms of median values, with the transcript content for those topics. Comments on 

firefighting are slightly more positive than the corresponding transcripts, while comments 

on videos with the topic waste are slightly more negative.  

A different picture emerges for the topics meetings, school, and police. Here, the 

median sentiment of comments is significantly lower than the median sentiment for the 

videos. It is likely that the transcripts in the topic meetings are videos of local government 



 19 

council meetings in which political decisions are discussed and debated, whereas 

transcripts in topics such as music or animal control include recordings of performances 

and informational videos about local organizations such as orchestras and animal 

adoption centers. The former type of video represents an interactive situation, both in the 

council chamber and in the comments section on the video’s page, where critical and 

negative sentiments are more likely to receive expression. Disagreement is an important 

part of the political process, and council discussions are more likely to attract viewers 

who are critical of local government policies than are musical performances. Transcripts 

dealing with music and animals are more often informational, rather than discussion 

oriented. Videos showing musical performances or animals up for adoption are less likely 

to be criticized or discussed in a negative manner, not only because of their content, but 

because they are possibly less appropriate venues for the airing of disagreement. 

Comment sentiment for the topic school is more negative than transcript sentiment, 

likely due to negative comments by pupils and parents. Comments on videos from this 

topic include remarks such as School lunches suck or It’s my opinion that [teacher name] 

gives way too much homework, among others. While the topics community college and 

school both deal with education, school is sometimes perceived by pupils to be a burden 

imposed on them, against which YouTube comments may provide an opportunity for 

protest. Students at community colleges, on the other hand, choose to enroll in the college 

and usually must pay tuition fees, factors which may make them less likely to post 

negative comments. 

The discourse pertaining to the topic police is also substantially more negative than 

the corresponding transcript material. Comments on the topic include general expressions 

of negative sentiment towards policing (fuck the police), as well as concern over 

overzealous and unprofessional policing practices, the awareness of which has increased 

in the last decade in the United States (comments for the topic include unfortunately, lack 

of common sense and other far more disturbing behaviors with police officers seem to be 

commonplace and I beg you stop racial profiling it’s evil and wrong racial profiling 

almost killed me, among others). Commenting practices on videos pertaining to this topic 

appear to portray awareness of the fact that at community level, the practices and policies 

of many police forces in the US show room for improvement. 

 

 



 20 

5. DISCUSSION, OUTLOOK, AND CONCLUSION 

It is perhaps unsurprising that popular sentiment is more positive towards topics such as 

music, higher education, or pets, compared to topics such as waste management, 

meetings, or policing. Higher education and music are universally acknowledged to be 

worthwhile and noble expressions of culture, and pets are objects of our love and 

affection. Furthermore, these topics represent areas where people can exercise agency: 

we choose to attend or view performances of music, to pursue higher education, and to 

own pets. Waste management, and policing, in contrast, are mostly perceived as external 

forces over which we have little influence, and which, in some cases, can be associated 

with unpleasant sensations, in the case of waste, or potentially dangerous situations, in 

the case of encounters with unprofessional police.  

Although the automated methods of transformer-based sentiment analysis utilized 

in this study for gauging public attitudes may be new, they essentially recapitulate 

observations of previous generations towards music, perhaps most succinctly expressed 

by the English philosopher Herbert Spencer in 1854: “music must take rank as the highest 

of the fine arts—as the one which, more than any other, ministers to human welfare” 

(Spencer 2015 [1854]: 33).  

The role of music as an uplifting and inspiring aspect of human existence, evident 

even in comments on YouTube channels of local governments, may have practical 

implications for the community outreach and engagement activities of municipalities. 

Local governments may be able to increase positive engagement with administrations by 

including content in their social media channels that reflects future-oriented aspects of 

communal life, such as education, music, and animals. In a broader perspective, the study 

represents an example of how transformer-based pipelines for text processing, including 

summarization, sentiment analysis, and topic modeling, can be used, in concert with ASR, 

to automatically gauge and assess aspects of communication and discourse.  

Several caveats, however, should be noted, pertaining to the underlying data as well 

as the methods of analysis. The transcripts in the corpus contain ASR errors, with a mean 

Word Error Rate (WER) of approximately 15 percent (Coats 2024). Quality of ASR 

transcripts is influenced by both acoustic and dialect features, as highlighted in studies by 

Tatman (2017), Meyer et al. (2020), and Markl and Lai (2021). For this study, the 

sentiment analysis and summarization steps undertaken for the ASR transcripts ultimately 

rely on aggregate frequencies of word and n-gram types, as well as contexts. Although 
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inaccurate input data containing ASR errors may affect the precision of the results of 

these steps, it is unlikely to misrepresent overall trends in the data as long as the majority 

of automatically transcribed lexical items correspond to the correct types (see e.g., 

Agarwal et al. 2007). 

The summarization step, in which long, unpunctuated ASR transcripts were 

converted to short paragraphs with standard punctuation, has not been validated for this 

kind of content (error-containing ASR transcripts). A validation of the accuracy of the 

summarization output for ASR transcripts would make the findings of the study more 

robust.  

The topics generated by the BERTopic model are subject to a large number of 

variable input parameters, including the tokenization and lemmatization procedures for 

the text input, the underlying transformer (or other) architecture used to represent the 

input as numerical values, the algorithms for dimensionality reduction, as well as other 

parameters. Experimentations with various configurations of parameters showed that 

most input parameter settings resulted in the same largest topics. Nevertheless, the extent 

to which parameter variability can affect the model output, and hence the ensuing 

analysis, has not been assessed in this study. 

The commenting behavior in the sample is not consistent. Some videos exhibit a 

very large number of comments, but most videos have just a few or one comment. A few 

comments are longer, in terms of number of tokens, but most comments are very short. 

This variability undoubtedly has an effect on the sentiment scores for the topics, and the 

significance of the calculated sentiment values has not been estimated. The method of 

comparing ASR transcript discourse with comment discourse, demonstrated in this study, 

may be better validated by selecting channels or videos with large numbers of comments. 

In addition, random sampling techniques for both videos and comments could help to 

demonstrate the relationship between transcript and comment content more robustly. In 

this respect ––and considering the fact that municipal channel videos (such as those in 

CoNASE) typically have few comments, future studies, which do not necessarily need to 

consider engagement with local government–– could target highly popular channels with 

extensive comments. 

From a technical perspective, a few caveats should be remarked pertaining to the 

language models themselves. The twitter-roberta-base-sentiment-latest model, used to 

calculate comparable sentiment scores for transcripts and comments, was trained on 
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tweets, rather than on long, unpunctuated ASR transcripts. The accuracy of the model in 

predicting sentiment for longer texts remains unvalidated.  

Despite these caveats, the study has demonstrated that large transformer models can 

be used in the context of computational social science for discovering the topical content 

of streamed or recorded meetings and for investigating the sentiment expressed therein, 

as well as for gauging the sentiment of comments on recordings of those meetings. While 

this finding has implications for media outreach for municipal governments or other kinds 

of organizations, the methods used in the study are not limited to analyzing organizational 

discourse. The potential utility of transformer models for research into communication 

and online interaction practices in general is great, and the comparison of speech content 

with commenting practices represents just the tip of the iceberg. 
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